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Abstract 
Medical language is at the heart of the electronic health record (EHR), 
with up to 70 percent of the information in that record being recorded in 
the natural language, free-text portion. In moving from paper medical 
records to EHRs, we have opened up opportunities for the reuse of this 
clinical information through automated search and analysis. Natural 
language, however, is challenging for computational methods. This paper 
examines the tension between the nuanced, qualitative nature of medical 
language and the logical, structured nature of computation as well as the 
way in which these have interacted with each other through the medium 
of the EHR. The paper also examines the potential for the computational 
analysis of natural language to overcome this tension. 

 
Introduction 
The past few decades have seen a shift away from paper-based medical records 
towards computerized electronic health records (EHRs). Whereas paper-based records 
had their roots in a largely textual representation, the digital nature of computers lends 
itself more readily to the structuring and organization of data. The shift to the EHR has 
therefore been accompanied by a pressure on clinicians to record patient information in a 
structured way by choosing options such as diagnosis, medications, and symptoms from 
lists and completing onscreen forms. Structured information is computationally 
tractable, unlike the natural language of the textual portion of the record. Structured 
information, it is argued, can be reused to support research, audit, and the clinical 
process [1]. 
 
Very few would argue against the reuse of medical data. From the mid-sixteenth 
century, physicians increasingly recorded their cases, often indexed or ordered by 
disease or cure, in order to reuse them as a record of their practice and to extend medical 
knowledge. Thomas Willis, the seventeenth-century neuroanatomist, wrote that he 
would “weigh all the symptoms, and to put them, with exact Diaries of the Diseases, into 
writing; then diligently to meditate on these, and to compare some with others; and then 
[begin] to adopt general Notions from particular Events” [2]. 
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Computer technology magnifies the efforts of Willis by many degrees, giving us the 
potential for reuse at scale. Structuring data allows the computer to aggregate, 
generalize, classify, sort, and search—powerful tools in building medical knowledge. We 
can imagine Willis leafing through his diaries to find a remembered patient, while the 
modern data analyst calls up 100 such cases. Whereas Willis could review his notes and 
compare one patient with another to find a pattern, a modern EHR-based study can 
crunch through tens of thousands of records to find small but statistically significant 
relationships [3]. 
 
There is, however, a problem. The EHR exposes a fundamental conflict between the 
needs of software and the needs of human users. The EHR tries to bridge two worlds: 
the human, “analogue,” cognitive world and the formal, logical, “digital” world of the 
machine [4]. There are many ways in which EHR design tries to overcome this conflict 
and bridge the analogue and digital worlds. I examine some of these below and argue 
that such designs fail to capture a full record of the patient. This leaves clinicians falling 
back on recording clinical encounters in analogue, through the use of natural language 
text. If we are to reuse the data of the EHR, then we must find ways to analyze this text. I 
look at how natural language processing—the computational analysis of natural 
language text—offers a way to do this. 
 
Bridging the Digital World of the EHR and the Analogue World of the Clinician 
One attempt to bridge the analogue and digital worlds can be seen in the use of medical 
terminologies in the EHR. Such terminologies are not intended to replace clinical 
narratives but rather to allow the coding of events alongside the narrative text of the 
record. In their simplest form, these are lists of codes, each associated with a human 
language term for some disorder or class of disorder, often arranged in taxonomies. A 
simple terminology, however, no longer satisfies the needs of administrative coding, 
leading to the introduction of ever more complex terminologies. This problem is 
illustrated in the following description of the ICD-10 terminology, recently introduced in 
the United States. “Coding for medical encounters used to be haphazard” says the 
author, but this will change as “ICD-10 has a new structure and more room (up to seven 
characters, from five)” and includes “details, such as laterality and etiology” [5]. Such a 
coding scheme allows for grouping and analysis of clinical encounters, but we would 
clearly need other techniques if we wanted to capture all the detail of those encounters 
in structured form. While ICD-10 may be more powerful at coding than its predecessor, 
seven characters and a few added details are never going to have the expressivity of 
even a single sentence of natural language. Coding, both intentionally and as a result of 
the limits of what can be practically described, is about generalizing. While coding 
schemes might accurately describe a patient as a member of some group, they were 
never designed to describe the individual patient in detail. 
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Accordingly, there have been several efforts to provide ways of structuring the record of 
the clinical encounter. In computer-based documentation (CBD) systems, documentation 
is driven by the completion of onscreen templates: picking items for diagnosis, 
symptoms, interventions, and medications from drop-down boxes; check lists; and other 
computer interface components. The selection of the appropriate templates for 
completion might be driven by computerized workflows and care pathways [6, 7]. For 
example, entering that a patient smokes may lead to questions about how many 
cigarettes per day are smoked and for how long the patient has been smoking. Or 
recording a specific test result may prompt the user to consider other investigations. In 
the closely related structured data entry (SDE) approach, the user creates documentation 
by selecting clinical concepts from interfaces constructed from some underlying 
knowledge model, usually based on standard medical terminologies. Concepts may be 
further qualified and adapted by selecting modifiers, anatomical location, and so on [8]. 
Selecting “abdominal pain,” for example, may lead to the user being given a choice of 
more precise localization and a choice of onset. 
 
SDE and CBD may well provide a rich and convenient way of describing patients. Yet, 
however data are structured, the clinician can only consider the fixed set of patient 
characteristics and features allowed by the structured representation and has no way to 
stray beyond those parameters. Clinicians cannot easily describe the personal, social, 
and cultural circumstances of patients; the interplay between their disease, life, and 
treatment; or the particular way in which they experience their disease. Nor can clinicians 
give a detailed description of the clinical encounter and of their personal reaction to it. 
Instead, patients are described as members of a population that share the same limited 
structured representation. Swinglehurst, talking about the UK primary physician record, 
which has been highly structured since the 1990s, describes a “dilemma of attention” 
[9]. On the one hand, medicine frames the patient as an individual and, on the other, as 
part of a population. The EHR brings this dilemma into sharp focus with easily structured 
and easily coded “hard” data pushing the dilemma’s resolution towards framing the 
patient as part of a population and representing an increase in the bureaucratization of 
health care. Should patients be treated only as members of populations, or is there some 
value in considering them as individuals? And, if we need to consider them as individuals 
to give the best care for their circumstances, is structured data able to convey all of the 
information necessary to support this care? 
 
Analyzing the Text of the EHR 
Despite the efforts put into structuring the clinical narrative, the fact that structured 
representations are not able to give the level of description and convenience required by 
the clinician means that the medical record is still dominated by unstructured natural 
language. While CBD and similar ideas have a place in many EHR systems, the addition of 
free-text notes and the uploading of documents remain common EHR functionalities. 
Indeed, many important observations go unrecorded in the structured record, only 
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appearing in the free text stored alongside the empty fields and forms. In one UK case 
register derived from a forms-based EHR, for example, dealing with free text has been a 
major concern of reuse [10]. 
 
Why do clinicians prefer text and insist on using it? Meystre et al. note that free text is 
convenient to express clinical concepts and events, such as diagnosis, symptoms, and 
interventions [11]. Reviewing the few studies that look at the expressivity of CBD 
systems compared to natural language notes, Rosenbloom et al. report that prose can be 
more accurate, reliable, and understandable [12]. Powsner, Wyatt, and Wright refer to 
structured data as freezing clinical language and restricting what may be said [13]. Much 
of medical language is nuanced and makes heavy use of negation, temporal expressions, 
and hedging phrases. These are all difficult to represent as structured data. For example, 
when saying that something happened “a few months ago,” or that it is “more or less 
resolved,” the time and resolution cannot easily be accommodated by structured 
elements. Greenhalgh et al. say that free text is tolerant of ambiguity, which supports 
the complexity of clinical practice [14]. 
 
One way in which this tension may be resolved is through a linguistic analysis of the free 
text: an area of computer science known as natural language processing (NLP). NLP of 
medical records is nearly as old as the computerization of those records. Sager’s 
Linguistic String Project, for example, implemented NLP in radiology reports in 1976 
[15]. The last few years have seen a big growth in medical NLP—paralleling the growth 
in the EHR—stimulated by government investment in health information technology (IT) 
internationally. Uses include automated coding of episodes, extraction of facts such as 
symptoms and confounding factors to support epidemiology, and extraction of clinical 
events to drive decision support [11, 16]. 
 
NLP does not provide a complete answer to the problem of extracting information from 
natural language, though, as the very reason clinicians value language—its 
expressivity—makes it difficult to analyze. The challenges that NLP faces are technical, 
organizational, and social. Specific technical challenges for NLP include ambiguity, 
uncertainty, complex temporal reasoning, complex terminology, heavy use of 
abbreviations, and a wide range of texts from prose-like letters to terse reports. All of 
these are active areas of NLP research [11]. There are also social and organizational 
challenges to its adoption. For example, the development of an NLP system usually 
requires example texts with the phenomenon of interest already identified, for the 
purpose of both training by example and evaluation. Marking the phenomenon of 
interest in the data requires expert human resources, often scarce in a health setting. 
Moreover, exporting the data from its source EHR and sharing it with software 
developers and the NLP research community raises privacy issues. And, finally, after all 
the effort, the NLP system will still make mistakes. The end user—perhaps a data 
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analyst, perhaps a clinician using a decision support tool—has to deal with the system’s 
inevitable errors. 
 
Much of medical NLP is targeted at extracting quantifiable facts expressed directly in the 
text, such as finding test results and medications discussed in an encounter note or 
finding a patient’s symptoms and smoking status from a clinic letter. We may, however, 
go beyond extraction of bare facts from individual records and study variation in the 
corpus as a whole, finding information that the writer may not have consciously intended 
to reveal. For example, McCoy et al. [17] studied sentiment expressed in discharge notes 
by looking at occurrences of words related to polarity (positive or negative), subjectivity, 
intensity, and negation. They found that, for psychiatric patients, public insurance was 
associated with significantly lower levels of positive sentiment while greater comorbidity 
was associated with significantly lower levels of both positive and negative sentiment. 
Additionally, self-identification as Hispanic was associated with significantly higher 
levels of both positive and negative sentiment. A similar approach has been used to 
study suicide risk, with one study finding that the clinic notes of outpatients who later 
died from suicide showed an increase in distancing language—for example, an increase 
in the use of third-person pronouns by the clinician [18]. 
 
These examples expose the power of natural language communication and give an 
insight into why clinicians value it. There is a sense in which the language of the record—
particularly the narrative parts such as letters between clinicians—carry more 
information than could ever be conveyed by structure alone. When physician and 
anthropologist Cecil Helman describes reading a “fat file … filled with the frustrated 
letters of a dozen doctors” and goes on to talk about the “tone” of those letters and the 
“hints” they contain [19], he is describing how communication through narrative text 
goes beyond a stream of facts. Through natural language, we communicate thoughts 
and feelings that we may only be dimly aware of ourselves. The implication is that by 
getting rid of the natural language text of the EHR, we will remove that communication 
and all of its benefits. 
 
Conclusion 
While structuring EHRs is a valuable way to bring benefit by allowing their reuse, we also 
need to recognize the importance of natural language in human communication and 
allow for it when building EHRs and when deploying technologies, such as NLP, to 
analyze those EHRs [12]. 
 
What will the future EHR bring to the language of the medical record? One possibility is 
that records will no longer be confined to communication between clinicians and that 
patients will join in the conversation. Legislation now allows patients to see their records 
in many countries. For example, in the UK, this is enshrined in the Data Protection Act 
[20]. With the buff folder hidden away in a basement medical records library, it was 



  www.amajournalofethics.org 286 

impractical for patients to regularly review their own record. Unlike paper records, 
however, the EHR is instantly portable and can be viewed at any location and at any 
time. We might expect that patients will increasingly access their own notes by browsing 
them on the web or swiping through them on their phone. This accessibility has 
implications for how records should be best presented to patients in order to aid their 
understanding and to avoid unnecessary alarm. It is as yet unclear how patient access 
will change the way in which physicians interact with the record, although there is 
evidence that, once again, physicians will not feel the need to change their language [21]. 
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