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Abstract 
A significant proportion of elderly and psychiatric patients do not have 
the capacity to make health care decisions. We suggest that machine 
learning technologies could be harnessed to integrate data mined from 
electronic health records (EHRs) and social media in order to estimate the 
confidence of the prediction that a patient would consent to a given 
treatment. We call this process, which takes data about patients as input 
and derives a confidence estimate for a particular patient’s predicted 
health care-related decision as an output, the autonomy algorithm. We 
suggest that the proposed algorithm would result in more accurate 
predictions than existing methods, which are resource intensive and 
consider only small patient cohorts. This algorithm could become a 
valuable tool in medical decision-making processes, augmenting the 
capacity of all people to make health care decisions in difficult situations. 

 
The Case for an AI-Assisted Autonomy Algorithm  
In this article, we argue that artificial intelligence (AI) can be used to mine data from 
electronic health records (EHRs) and social media in order to predict an incapacitated 
person’s preferences regarding health care decisions. The argument proceeds in three 
steps.  
 
We first show that a significant proportion of patients do not have the capacity to make 
health care decisions and motivate the search for a reliable mechanism to predict patient 
preferences. We describe the triple burden that incapacity creates: the ethical burden 
upon health care systems to respect the wishes of these patients; the emotional burden 
upon surrogates to make difficult decisions; and the economic burden upon society to 
fund investigations and treatments that the incapacitated patient would have declined. 
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The second part of the argument concerns existing tools to identify patient preferences. 
We discuss the literature on identifying patient factors that predict patient treatment 
preferences and then suggest that AI will lead to a step change in our power to predict 
these preferences. We sketch how existing AI technologies could integrate data mined 
from EHRs and social media in order to estimate the confidence of the prediction that a 
patient would consent to a given treatment. We call this computational process—which 
takes data about patients as input and derives a confidence estimate for a particular 
patient’s predicted health care-related decision as an output—the autonomy algorithm. 
 
In the third section, we consider some ethical issues raised by this approach. First, an 
autonomy algorithm must be interpreted with caution: simply because we can be 
confident that a person would choose treatment X, it does not follow that this person 
should choose X. The second point is more hypothetical: if increasingly massive data sets 
enable the autonomy algorithm to offer very high levels of predictive accuracy, should AI 
replace human decision makers, regardless of a patient’s decision-making capacity? 
 
It is concluded that an AI-assisted autonomy algorithm, if thoughtfully implemented and 
judiciously used, could offer some relief from the aforementioned triple burden posed by 
incapacitated patients: it could lead to improved respect for autonomy, reduced burnout 
of surrogates, and economic gains for society. However, we must tread carefully in the 
implementation of the proposed technology and remember that algorithms function as 
decision aids, not dictates. 
 
Decision-Making Capacity and Surrogate Decision Making 
Decision-making capacity consists of the ability to understand the information related to 
a decision, to appreciate its significance, to reason about the costs and benefits of 
different courses of action, and to communicate the decision one has made. Although 
thinkers use terms such as “understand,” “appreciate,” and “reason” in a variety of ways, 
in broad terms this is the definition accepted by the medical community.1 
 
Incapacity is no small problem: estimates suggest that more than one-third of elderly 
and psychiatric hospital inpatients lack decision-making capacity.2,3 Moreover, in one 
study, health care professionals failed to identify incapacity in 42% of cases.4 When 
clinicians do correctly identify a patient without decision-making capacity, the evidence 
suggests that they often fail to match their treatment plan to the patient’s preferences.5 
Reasons for this disconnect are multifactorial and include clinicians’ difficulty in 
synthesizing information about the patient and cognitive biases at work in the hospital 
environment.6,7  
 
Making life-and-death decisions for incapacitated patients takes a considerable toll upon 
clinicians, as studies indicate an association between end-of-life decision-making and 
health care professional burnout.8,9 Involving family members or patient surrogates in 

https://journalofethics.ama-assn.org/article/ama-code-medical-ethics-opinions-patient-decision-making-capacity-and-competence-and-0


  www.amajournalofethics.org 904 

the decision-making process, however, is no panacea. Surrogates predict patients’ 
preferences incorrectly in roughly one-third of cases, typically projecting their own 
wishes onto the patient concerned.10,11 Moreover, many surrogates experience 
subsequent stress and mental health problems, with the effects sometimes persisting 
for years.12 One proposed solution to this problem is the advance directive or advance 
care plan. The ethical and practical issues with these tools have been discussed 
elsewhere; for the purposes of this paper, we consider only patients who have not 
indicated advance preferences for their care. 
 
One corollary of the difficulty in predicting an incapacitated patient’s preferences is 
overtreatment. Every day, patients without decision-making capacity are subjected to 
investigations and treatments to which they would not have consented. Indeed, 
unnecessary investigations and treatments are not only ethically troubling but also place 
undue economic strain upon already-stretched health care systems.13 

 
We suggest that just as AI algorithms enable online vendors to predict which products a 
customer is most likely to buy or which films they are most likely to enjoy, so AI could be 
harnessed to predict which health care choices a patient would make. 
 
Using Data to Make Predictions 
According to some studies, using only the base rate (ie, the proportion of all patients 
favoring treatment X over treatment Y) to predict a given patient’s preferences is as 
accurate as using a surrogate.14-16 Provided there are data sets that contain the relevant 
information, it follows that creating a patient preference predictor that is more accurate 
than a surrogate would require minimal fine tuning.17,18  
 
One area that has been well researched is the treatment choices made by patients with 
localized prostate cancer. In particular, it has been shown that younger patients tend to 
prefer more aggressive treatment,19 a finding echoed by other studies on preferences for 
surgery.20,21 Furthermore, men who are married are more likely to opt for aggressive 
treatment,22 and those who are more prone to risk taking prefer a watch-and-wait 
approach.23 Thus, for this example, one could create a regression model that takes age 
and marital status as input variables and yields a probability that a given patient would 
opt for surgery. As surrogates are no more accurate than the base rate (ie, population) 
preference in predicting a given patient’s preference, a model that is trained on a data set 
that contains the two additional features of age and marital status will likely be more 
accurate than surrogates. However, deriving such a model for treatment preferences for 
localized prostate cancer requires significant time, manpower (eg, investigators, data 
collectors, and statisticians), and funding because potential determinants of preference 
(eg, age, marital status) need to be identified, health records need to be read and coded, 
and statistical analyses need to be performed. Perhaps more importantly, traditional 
regression analysis only allows for a handful of preselected determinants to be analyzed 
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in one study. As a result, important predictors may be overlooked if researchers do not 
expect them: regression can only predict treatment choices based on the input variables 
given. 
 
We propose that AI would be able to revolutionize both the availability and accuracy of 
predictions regarding health care decisions. Two strong assumptions, however, are 
required: AI must have access to population-wide electronic health records (EHRs) and 
these EHRs must be interpretable by AI. 
 
Suppose a clinician wants to know if a patient would wish to undergo risky surgery that 
might restore his or her power of speech, which was lost due to brain cancer. A machine 
learning algorithm would be trained on the EHRs of patients who faced a decision about 
a similarly risky surgery for brain cancer but, due to the location of their tumor, were able 
to communicate their decision. The input vector, therefore, would include demographic 
indicators (eg, age, marital status, ethnicity) as well as detailed information from the EHR 
regarding prior health care consultations, treatments, side effects, investigations, 
previously expressed preferences and desires, and antecedent choices in other health-
related decisions. The output would be a probability estimate that the patient would 
choose to have surgery. 
 
In this way, algorithmic analyses of EHRs would be able to perform a predictive function 
similar to human-run studies but complete them in a much shorter timeframe, handling 
much larger sets of observations and analyzing a wider range of predictors.24 Whereas a 
human-run study would incur the aforementioned costs for each treatment choice that 
one wished to predict, an AI algorithm would only need to be developed once: each time 
it is given a new preference to predict (eg, type of treatment in localized prostate cancer), 
it uses the same logic to derive its prediction model. Already, by applying machine 
learning techniques to EHRs, it is possible to predict outcomes after cardiac surgery 
more accurately than using traditional regression analyses.25 Accordingly, it seems 
reasonable to assume that one would see the same increase in accuracy when using 
machine learning tools to predict patient preferences, provided the relevant data sets 
exists and are machine-readable. 
 
However, the machine learning approach need not be confined to EHRs. Examining a 
person’s social media profile can already reliably predict his or her religious and political 
preferences, propensity for risk-taking behavior, and happiness.26 There is evidence that 
an algorithm analyzing only Facebook “likes” outperforms spouses in predicting a 
person’s personality traits.27 Given that personality traits also appear to predict one’s 
preferences regarding end-of-life treatment decisions,28 it follows that using data from 
social media in addition to data from EHRs could lead to more precise predictions 
regarding health care decisions than using data from EHRs alone. Suppose, for example, 
that machine learning detected a robust connection between “liking” the organization 
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Death with Dignity National Center and an expressed preference for comfort-focused 
end-of-life care in the general population. Then, even if an index patient made no explicit 
statement regarding her end-of-life treatment preferences, if she “liked” Death with 
Dignity, the probability would increase that she would prefer comfort-based care. What 
we call the autonomy algorithm takes patients’ EHR and social media footprint as input 
and generates a confidence estimate for a particular patient’s predicted treatment 
preference as an output. 
 
Ethical Issues 
There would certainly be benefits to an effective autonomy algorithm. In addition to 
increased accuracy, a computerized approach could alleviate some of the weight of 
making life-and-death decisions. An algorithm will not lose sleep if it predicts with a high 
degree of confidence that a person would wish for a life-support machine to be turned 
off. The surrogate who ends life-support may rest a little easier knowing that the 
autonomy algorithm has also concluded that this is likely what the patient would have 
wanted. Moreover, the autonomy algorithm is truly patient centered. While it can be 
trained on population-wide data sets, ultimately, it does not receive explicit input from 
doctors or family members regarding their thoughts on the correct medical decision; 
rather, it examines data provided by the patient themselves, be it implicitly through the 
investigations, treatments, diagnoses, and choices recorded on their EHR or more 
explicitly through social media activity. However, the use of an autonomy algorithm to 
estimate confidence of predicted treatment decisions raises some practical and ethical 
questions. 
 
The first question is practical: the use of the aforementioned machine learning tools can 
simply reflect existing biases. In the research regarding treatment for prostate cancer 
outlined above, one study found that the most significant predictor of treatment choice 
was the specialty of the consulting doctor; patients referred to urologists were most 
likely to choose surgery and those referred to radiation oncologists were most likely to 
choose radiotherapy.19 An algorithm trained on this data set would therefore generate a 
high confidence estimate for the prediction that a patient seeing a urologist would 
choose surgery. While this might be true, the association (we assume) is not due to 
genuine patient preference but reflective of the fact that patients are prone to being 
talked into a certain therapy by their clinician; it would be a bug and not a feature of the 
proposed autonomy algorithm to reinforce this fact. 
 
Indeed, algorithms can propagate even more insidious associations. Supposing those 
with lower health literacy are more disposed to choose the (less effective) treatment X, 
then an algorithm trained on this data set might generate a high confidence estimate for 
the prediction that a patient with low health literacy would choose X. Of course, this does 
not mean that patients should choose X. There are numerous examples of algorithms in 
other fields “learning” prejudice; there is no reason to assume health care would be any 
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different.29 Therefore, the autonomy algorithm’s confidence estimates must be 
examined critically by patients and health care professionals: incorrectly applied, the 
autonomy algorithm might just reinforce an undesirable status quo.30 

 
This potential for bias leads us to ask to what extent we should be prepared to accept 
the outputs of the autonomy algorithm. We should recall that surrogates predict 
preferences of incapacitated patients roughly a third of the time. It would appear 
reasonable, therefore, to use the output of the autonomy algorithm to help refine one’s 
decision in the context of surrogate decision making. But what if a patient with full 
capacity was faced with a decision regarding surgery for localized prostate cancer? 
Health care decisions are inherently stressful and increasingly involve a reasonably 
sophisticated understanding of probability and uncertainty.31 It is well known that 
decision-making processes in these contexts are subject to bias and error.32 Suppose our 
hypothetical cancer patient was told that the autonomy algorithm had analyzed the data 
of millions of patients in similar situations and found that the patients most similar to 
him opted for a watch-and-wait approach 90% of the time and that, moreover, the rate 
of decisional regret was higher in the 10% who opted for active treatment. This would be 
useful, patient-centered information. However, as outlined above, one must guard 
against unreflexively deferring to the output of the algorithm. 
 
Conclusions 
In this essay, we have made the case that it should be possible to construct an autonomy 
algorithm to estimate confidence for predicted preferences of incapacitated patients by 
using machine learning technologies to analyze population-wide data sets, including 
EHRs and social media profiles. The proposed algorithm would result in more accurate 
predictions than existing methods, which are resource intensive and examine only small 
patient cohorts. 
 
It was noted that this tool would both help incapacitated patients realize their 
preferences in spite of being unable to express them and reduce the significant burdens 
of patients’ incapacity by lowering the emotional strain on proxies and reducing the 
economic costs of unwanted tests and treatments. Moreover, it was suggested that the 
algorithm could function as a decision aid to patients with decision-making capacity who 
are facing complex decisions regarding their own health care. 
 
We also highlighted that the proposed autonomy algorithm could potentially propagate 
established yet erroneous decision-making practices and hence insidiously reinforce 
health inequalities. In particular, we noted that if less health literate patients typically 
chose an inferior treatment X in the algorithm’s data set, the algorithm would generate a 
high confidence estimate for the prediction that a less health literate patient would 
choose the inferior treatment X. If the algorithm was blindly applied with patients 
automatically opting to choose treatment X, it would strengthen the association 
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between low health literacy and treatment X in the data set and thereby propagate 
health inequality. The outputs of the autonomy algorithm need to be carefully 
interpreted by both clinicians and patients in order to avoid this trap.  
 
In conclusion, we submit that it is the process of making a decision that is humanizing 
and autonomy affirming. Therefore, it would be dehumanizing to automate this process 
and defer to algorithmic outputs as a matter of course. Nonetheless, it appears the 
autonomy algorithm should form part of the decision-making process. If correctly 
implemented, it would not be liable to the varied biases, projections, and 
misapprehensions of human decision makers; rather, it would make reliable estimates 
based on a wealth of real-world data. In this way, the autonomy algorithm could become 
a valuable tool in the stressful medical decision-making process, augmenting the 
capacity of all people to make decisions in difficult situations. 
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